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MOTIVATION
CONTROL DURING 
AUTONOMOUS OPERATION

 NPPs are under-actuated
– Number of process variables we 

would like to control is greater 
than the number of actuators

 Problem we would like to address: 
– How do we enforce arbitrary 

constraints during routine 
transients to optimize 
performance?
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CLASSIC CONTROL DURING LOAD-FOLLOW TRANSIENT
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CLASSIC CONTROL DURING LOAD-FOLLOW TRANSIENT

We want to 
enforce 
constraints 
during load 
follow
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Application of RL for supervisory NPP Control
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• Reward for meeting power demand (revenue)
• Penalties for violating constraints (wear/tear)

Canonical RL framework

Lower-level 
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(PID, on/off)
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METHODS

 Issues with using system 
codes as models:
– Execution time for a 1000 s 

transient is approximately 
16 h

 Transfer learning with 
surrogate SINDYc model:

�̇�𝑿 = ΞΘT(𝐗𝐗)
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